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Résumé du cours N-COMPLEXES

Michel DUBOIS-VIOLETTE

After a brief survey of some aspects of the
(homological) BRS methods in physics, we in-
troduce the basic notions on N-complexes. We
describe the Kapranov monoidal structure for
N-complexes and we explain in this framework
our joint work with Richard Kerner on the cor-
responding generalization of graded differential
algebras.
We then describe our work with Marc Hen-
neaux on the N-complexes of tensor fields of
mixed Young symmetry type which generalize
the complex of differential forms on Rn and
we explain the corresponding generalization of
the Poincaré lemma. We give several applica-
tions of the latter in theoretical physics and in
differential geometry.
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We introduce the family of N-complexes asso-

ciated with simplicial modules at root of the

unit and explain how they compute the ho-

mology of these simplicial modules. We give

several applications and in particular a physi-

cally inspirated one developed in collaboration

with Ivan Todorov which relies to spectral se-

quences methods for N-complexes.

We move to our joint work with Roland Berger

and Marc Wambst on the homogeneous al-

gebras and we explain in details why the N-

complex generalization of the Koszul complexes

of quadratic algebras is conceptually involved

and practically unavoidable here.

We then describe our work with Alain Connes

on the cubic Yang-Mills algebra and discuss

some higher degree generalizations.
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I - PHOTONS

Ref : [22].

Ref : [1], [4].
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Photon 1-particle space

C+ = {p|gµνpµpν = p20 − p̄
2 = 0, p0 > 0}

dµ0(p) =
(

1

2π

)3 d3~p

2p0
, H =

∫ ⊕
C+

dµ0(p)Hp

Hp = Zp/Bp 2-dimensional Hilbert space

Zp = {Aµ ∈ C4|pµAµ = 0} ⊂ Cp = C4

Bp = {pµϕ|ϕ ∈ C} ⊂ Zp

Indefinite scalar product of Cp

〈A|A′〉 = −gµνĀµA′ν
Positive on Zp with isotropic Bp

⇒ induces a Hilbert structure on Hp

In fact Bp ⊂ B⊥p = Zp in Cp
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H as a homology

Define

Qp = Q : Cp → Cp

Q(A)µ = pµp
νAν ⇒< A|QA′ >=< QA|A′ >

and Q2 = 0

(Cp, Qp) differential vector space with homol-

ogy H(Cp) = Hp

⇒ H as the homology of C

→ OK at 1-particle level

Triplet (Cp,Zp,Bp) with indefinite < | > in con-

nection with indecomposable group represent.
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1-particle complex (Ghosts)

Cp = C−1
p ⊕ C0

p ⊕ C+1
p

C0
p = Cp = C4, C−1

p = C, , C+1
p = C

εµ (real) canonical basis of C4

ω(±) basis of C±p

δp : Cnp → Cn+1
p , δ2p = 0

δpω
(+) = 0, δpε

µ = αpµω(+), δpω
(−) = pµε

µ

(α ∈ C\{0})

⇒ H(Cp) = H0(Cp) = Hp

⇒ another description.

In coordinates cω(−) +Aµεµ + c̃ω(+)

δc = 0, δAµ = pµc, δc̃ = αpλAλ
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Hermitian scalar product

One defines 〈 | 〉 on Cp by setting

〈ω(−)|ω(−)〉 = 0, 〈ω(−)|εµ〉 = 0,

〈ω(−)|ω(+)〉 = −α−1, 〈εµ|εν〉 = −gµν,

〈εµ|ω(+)〉 = 0, 〈ω(+)|ω(+)〉 = 0

δp is then hermitian.

Now one can take tensor products

⇒ natural necessity of ghosts (= graduation)
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II - CONSTRAINTS

Ref : [22], [18].

Ref : [30], [38], [10], [56], [54], [29], [39], [57].
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Reduced phase space

V ⊂M symplectic ω = symplectic form

ωV = i∗ω, E(V ) = {X ∈ T (V )|iXωV = 0}
dωV = 0⇒ E(V ) involutive ⇒ Foliation F of V

M0 = V/F, ω0 = proj(ωV )

(M0, ω0)= reduced phase space

Construction of C∞(M0) (=observables) by al-

gebraic homological methods ⇒ 2 stages

1. restriction from M to V

2. passage from V to V/F
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Koszul resolution of C∞(V )

V ⊂M closed, I(V ) = {f ∈ C∞(M)|f � V = 0}
(R0){

I(V) generated by uα ∈ C∞(M) α ∈ {1, . . . ,m}
such that du1 ∧ · · · ∧ dum(x) 6= 0 ∀x ∈ V

E = Rm ⊗ C∞(M) free C∞(M)-module with

canonical basis πα, α ∈ {1, . . . ,m}

u ∈ E∗ defined by u(πα) = uα extends uniquely

as graded derivation du of ∧Rm⊗C∞(M) which

is C∞(M)-linear and one has d2u = 0

⇒ complex K(u) = (∧Rm⊗C∞(M), du) of free

C∞(M)-modules

LEMMA 1 Hn(K(u)) = 0 for n ≥ 1 and

H0(K(u)) = C∞(M)/I(V ) = C∞(V )

i.e. K(u)→ C∞(V )→ 0 is a free resolution of

the C∞(M)-module C∞(V )
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Longitudinal forms

V equipped with foliation F
(∧F)⊥ ={forms vanishing on F} is a differ-

ential ideal ⇒ Ω(V,F) = Ω(V )/(∧F)⊥ graded

differential algebra of longitudinal forms

Ω(V,F) is a C∞(V )-module

H0(V,F) ' C∞(V/F)

(R1) F is a free C∞(V )-module of rank m′

(R1)⇒ C∞(V )⊗ ∧Rm′ ' Ω(V,F)

ξα′ basis of F, θα
′
dual basis identifies to the

basis of Rm′. The θα
′
generate Ω(V,F) and


dFf = ξα′(f)θ

α′, f ∈ C∞(V )

dFθ
α′ = −1

2C
α′
β′γ′θ

β′θγ
′

with [ξβ′, ξγ′] = Cα
′

β′γ′ξα′
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Subquotient

M ⊃ V , F foliation of V with (R0) and (R1)

K = ⊕i,jKi,j with

Ki,j = ∧−iRm ⊗ C∞(M) ⊗ ∧jRm′, for i ≤ 0 ≤ j

and Ki,j = 0 otherwise.

πα, θα
′
basis of Rm and Rm′

δ0 = unique antiderivation with δ0πα = uα,

δ0θ
α′ = 0 and δ0f = 0 for f ∈ C∞(M)

Lemma 1 ⇒ H(δ0) = C∞(V )⊗∧Rm′ = Ω(V,F)

LEMMA 2 There are antiderivations δr of bide-

gree (1− r, r) for r ≥ 1 such that∑
r+s=n δrδs = 0, ∀n ∈ N

and such that δ1 induces dF on H(δ0) = Ω(V,F)
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Let us extend ξα′ and Cα
′

β′γ′ as ξ̃α′, C̃
α′
β′γ′ ∈ C

∞(M)

and set


δ1f = ξ̃α′(f)θ

α′, ∀f ∈ C∞(M)

δ1θ
α′ = −1

2C̃
α′
β′γ′θ

β′θγ
′

(δ0δ1 + δ1δ0)f = δ0δ1f = 0,

(δ0δ1 + δ1δ0)θ
α′ = δ0δ1θ

α′ = 0

δ1δ0πα = δ1uα = ξ̃α′(uα)θ
α′ which = 0 on V

⇒ δ1δ0πα = A
β
α′αuβθ

α′ for some A
β
α′α ∈ C

∞(M)

setting

δ1πα = −Aβ
α′απβθ

α

one has δ1δ0 + δ0δ1 = 0 on the generators and

the corresponding antiderivation coincides with

dF one H(δ0).
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The rest of the proof follows by induction on

n using

H1−r,r+1(δ0) = 0 = H1−r,r+2(δ0)

for r ≥ 2

Notice that δr = 0 for r > m′ or r > m+ 1

THEOREM 1 δ =
∑
r≥0 δr is a differential of

K and H(δ) = H(K, δ) ' H(V,F)

K = ⊕nKn (Kn = ⊕i+j=nK
i,j) is a graded alge-

bra and (K, δ) is a graded differential algebra.
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Super phase space

(M,ω), V ⊂M ⇒ F

Assume (R0) and (R1)
m ≥ m′, m+m′ = dim(M)− dim(M0) = 2p

Coisotropic case {I(V ), I(V )} ⊂ I(V )
i.e. first class constraints
⇒ m = m′ and (R0)⇒ (R1)

Extending the Poisson bracket to K via
{πα, θβ} = δ

β
α, {πα, πβ} = {θα, θβ} = 0

{πα, f} = {θα, f} = 0
as super Poisson bracket.

⇒ K = “functions” on a superphase space

δϕ = {Q,ϕ}, ∀ϕ ∈ K for Q = δ(παθα) ∈ K1

Arbitrariness of the whole construction = canon-
ical transf. of the super phase space.
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Appendix

(M,ω) symplectic, V ⊂M
I(V ) = {f ∈ C∞(M)|f � V = 0}
I1(V ) = {f ∈ C∞(M)|{f, I(V )} ⊂ I(V )}

LEMMA 3 One has C∞(V ) = C∞(M)/I(V )

and I1(V ) is an ideal of C∞(M) stable by {•, •}

Notice that (I(V ))2 ⊂ I1(V ) and that

supp (f)
⋂
V = 0⇒ f ∈ I1(V )

LEMMA 4 One has F = Ham(I1(V )) � V
(in ΓT (M) � V ) and the corresponding

I1(V )→ F is a homomorphism of Lie algebras

and of C∞(M)-modules.

16



Complement : van Hove phenomenon

Impossibility of a canonically-invariant quanti-

zation

THEOREM 2 P = Poisson alg. of complex

polynom. functions on R2n (coordin. pµ, qν);

A = unital associative C-algebra.

Q : P → A, C-linear such that Q(1) = 1l and

Q({f, g}) = i
~[Q(f), Q(g)], ∀f, g ∈ P (~ ∈ C\{0}).

Then the commutant of the Q(pµ) and the

Q(qν) in A is a noncommutative subalgebra

Z(X,Y ) ∈ A[Xµ;Yν] defined by

Z(X,Y ) = exp(−iQ(pX−qY ))Q(exp(i(pX−qY )))

⇒ [Q(pµ), Z(X,Y )] = [Q(qν), Z(X,Y )] = 0

But

e−i
~
2(XY

′−X ′Y )Z(X,Y )Z(X ′, Y ′)−((X,Y ) � (X ′, Y ′))
= −i~(XY ′ −X ′Y )Z(X +X ′, Y + Y ′)
⇒ [Z(X,Y ), Z(X ′, Y ′)] 6= 0 (~ 6= 0).
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III - N-DIFFERENTIALS

Ref : [22], [20], [25], [19], [21].

Ref : [51], [52], [40], [43], [61].

Note : Lemma 3 of this section uses the no-

tion of q-numbers and the assumption (A1)

which are defined in the next section.
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N-differentials

E = K-module, d ∈ End(E) is a N-differential

if dN = 0; (E, d) is a N-differential module

⇒ Generalization of homology

pH(E) = H(p)(E) = Ker(dp)/Im(dN−p)

p ∈ {1, . . . , N − 1}

H(p)(E) (resp. H(N−p)(E)) is the homology in

degree 0 (resp. 1) of the Z2-complex

E
dp→ E

dN−p→ E
q q q
E0 E1 E0

More generally, N-differential object in an abelian

category C
(E, d), E ∈ Ob(C), d ∈ HomC(E,E) with dN = 0.
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First examples

(E′, d′) ∈ N ′-diff.mod, (E′′, d′′) ∈ N ′′-diff.mod

7→ (E′ ⊗ E′′, d′ ⊗ I ′′+ I ′ ⊗ d′′) ∈ (N ′+ N ′′ − 1)-

diff.mod.

⇒ construction of N-diff.mod. from (N − 1)

ordinary differential modules (Ei, di)

E = ⊗N−1
i=1 Ei, d =

∑N−1
i=1 I⊗

i−1 ⊗ di ⊗ I⊗
N−i−1

K a field, (E, d) ∈ N-diff. vector space with

dim(E) < ∞. Decomposing E into indecom-

posable factors for d⇒ E ' ⊕Nn=1Kn ⊗Kmn,

d ' ⊕Nn=2Dn ⊗ Imn with Dn =

(
0n−1 In−1

0 0tn−1

)

PROPOSITION 1 One has for 1 ≤ k ≤ N/2

dimH(k)(E) = dimH(N−k)(E) =
∑k
j=1

∑N−j
i=j mi
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A basic lemma

(E, d) N-differential module

Z(n) = Ker(dn), B(n) = Im(dN−n),
H(n) = Z(n)/B(n) = H(n)(E)

Z(n) ⊂ Z(m+1), B(n) ⊂ B(n+1)

⇒ [i] : H(n) → H(n+1)

dZ(n+1) ⊂ Z(n), dB(n+1) ⊂ B(n)

⇒ [d] : H(n+1) → H(n)

LEMMA 1 Let ` and m be integers with

` ≥ 1, m ≥ 1 and ` + m ≤ N − 1. Then the

following hexagon (H`,m) of homomorphisms

is exact.
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Connecting homomorphism

Abelian category of N-differential modules

PROPOSITION 2 Let 0 → E
ϕ→ F

ψ→ G → 0
a short exact sequence of N-diff. modules.
∃ homomorphisms ∂ : H(m)(G) → H(N−m)(E)
for m ∈ {1, . . . , N − 1} such that the following
hexagons (Hn) of homomorphisms

are exact, for n ∈ {1, . . . , N − 1}.

E 7→ Z2-complex E(n) : E
dn→ E

dN−n→ E

∂ :

{
H(n)(G)→ H(N−n)(E)
H(N−n)(G)→ H(n)(E)

is the connecting

homomorphism of the corresponding short ex-
act sequence of Z2-complexes
0→ E(n) → F(n) → G(n) → 0
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Homotopy

E,F are N-differential modules

λ, µ : E → F homomorphisms of N-diff. mod.

λ and µ are homotopic if there are module-

homomorphisms hk : E → F such that

λ− µ =
N−1∑
k=0

dN−1−khkd
k

LEMMA 2 Let λ, µ : E → F be homotopic.

Then one has

λ∗ = µ∗ : H(n)(E)→ H(n)(F ), ∀n ∈ {1, . . . , N−1}

COROLLARY 1 Let E be a N-differential

module such that there are module-endomorphisms

hk : E → E satisfying
∑N−1
k=0 d

N−1−khkd
k = IdE.

Then one has H(n)(E) = 0, ∀n ∈ {1, . . . , N−1}.
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A useful acyclicity criterion

LEMMA 3 Suppose that K and q ∈ K satisfy

(A1) and let E be a N-differential module such

that there is a module-endomorphism h of E

such that hd − qdh = IdE. Then H(n)(E) = 0,

∀n ∈ {1, . . . , N − 1}.

In fact in the unital associative K-algebra Aq
generated by H,D with relations HD−qDH = 1l

one has

N−1∑
k=0

DN−1−kHN−1Dk = [N − 1]q!1l

which implies the result.

To show this, it is sufficient to verify the iden-

tity in an appropriate homomorphic image of

Aq
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First applications of the basic lemma

PROPOSITION 3 Let ϕ : E → E′ hom. of

N-diff. mod. such that it induces isomor-

phisms

ϕ∗ : H(1)(E)
'→ H(1)(E

′),

ϕ∗ : H(N−1)(E)
'→ H(N−1)(E

′).

Then ϕ∗ : H(n)(E) → H(n)(E
′) is an isomor-

phism ∀n ∈ {1, . . . , N − 1}.

Use Hn,1 of Lemma 1 for 1 ≤ n ≤ N − 1 to

obtain the result by induction on n ≥ 1.

PROPOSITION 4 Let E be a N-diff. mod.

with H(k)(E) = 0 for some k ∈ {1, . . . , N − 1}.
Then H(n)(E) = 0 ∀n ∈ {1, . . . , N − 1}.

Use H1,k−1 to show H(n)(E) = 0 for 1 ≤ n ≤ k
and then H1,k to show that H(k+1)(E) = 0.
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IV - N-COMPLEXES

Ref : [22], [20], [25], [19], [21].

Ref : [51], [52], [40], [43], [61].
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N-complexes

E = ⊕n∈ZEn is Z-graded with N-differential

d homogeneous of degree


−1 chain N-complex
or
+1 cochain N-complex

(in the latter case the graduation is denoted in

exponent i.e. E = ⊕En)
⇒p H(E) = H(p)(E) is Z-graded

ZN-complex if E = ⊕n∈ZNEn is ZN-graded

(ZN = Z/NZ) with d homogeneous of degree

∓1 (chain / cochain)

The pH(E) = H(p)(E) are ZN-graded

ZN-compl ⊂ N-compl (subcategory)

⊕[n]∈ZNF[n] 7→ ⊕n∈NFn, (Fn = F[n] ∀n ∈ [n])

N-compl → ZN-compl adjoint functor

⊕n∈NEn 7→ ⊕[n]∈ZNE[n], E[n] = ⊕n∈[n]En
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q-numbers

q ∈ K 7→ [•]q : N→ K, n 7→ [n]q
[0]q = 0, [n]q =

∑n−1
k=0 q

k for n ≥ 1

Set [n]q! =
∏n
k=1[k]q and define[

n
m

]
q

for 0 ≤ m ≤ n by induction by setting[
n
0

]
q

=

[
n
n

]
q

= 1 and for 0 ≤ m ≤ n− 1[
n
m

]
q

+ qm+1

[
n

m+ 1

]
=

[
n+ 1
m+ 1

]
q

We shall make frequently use of the following
assumptions for K and q ∈ K, N ∈ N with N ≥ 2
(A0) [N ]q = 0
(A1) [N ]q = 0 and ∃[n]−1

q ∈ K for 1 ≤ n ≤ N−1

(A0)⇒ qN = 1⇒ ∃q−1 ∈ K
(A0) (resp. (A1)) for K and q ∈ K ⇔ (A0)
(resp. (A1)) for K and q−1 ∈ K (given N as
above).

28



E = ⊕nEn graded K-module
F,G two K-modules
E ⊗ F → G, α⊗ x 7→ αx K-linear

Assume that E,F,G are equipped with K-linear
endomorphisms d with d : E → E homogeneous
of degree 1 such that

(L) d(αx) = d(α)x+ qaαd(x); ∀α ∈ Ea, ∀x ∈ F
Then one has by induction on n

dn(αx) =
n∑

m=0

qam
[
n
m

]
q

dn−m(α)dm(x)

In particular, if q ∈ K satisfies (A1)[
N
m

]
q

= 0 for 1 < m < N and one has

dN(αx) = dN(α)x+ αdN(x)

thus if (E, d) is a chain N-complex, (F, d) is a
N-differential module and G = E ⊗ F then the
right-hand side of (L) defines a N-differential
on G.
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Examples

1. K = ZN and q = 1
(A0) satisfied
(A1)⇔ N is a prime number.

2. K = C and qN = 1
(A0)⇔ q 6= 1
(A1)⇔ q is a primitive Nth root of 1.

(En)n∈N presimplicial with faces
fi : En → En−1, i ∈ {0, . . . , n}
fifj = fj−1fi if i < j

If K and q ∈ K satisfy (A0)
d0 =

∑n
k=0 q

kfk : En → En−1

satisfies dN0 = 0 on E = ⊕nEn
⇒ N-complex (E, d0)

1. → Mayer
2. → Kapranov
More general ansatz and computation → see
later

30



Matrices

K and q ∈ K satisfy (A1)

Ek` basis of MN(K); (Ek` )
i
j = δkj δ

i
`

Ek`E
r
s = δksE

r
` and

∑N
n=1E

n
n = 1l

⇒MN(K) is ZN-graded by setting

deg(Ek` ) = k − ` mod (N)

e = λ1E
2
1 + · · ·+λN−1E

N
N−1+λNE

1
N ∈MN(K)1

d(A) = eA− qaAe, A ∈MN(K)a

dN = 0⇒ (MN(K), d) is a ZN-complex, in fact

a ZN-graded q-differential algebra.

eN = λ1 . . . λN1l,

eN−1d(A)− qd(eN−1A) = (1− q)λ1 . . . λNA

If ∃(1−q)−1, λ−1
i ∈ K, then H(n)(MN(K), d) = 0
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V - TENSOR PRODUCT AND

q-DIFFERENTIAL ALGEBRAS

Ref : [22], [20], [25], [21].

Ref : [50], [9].
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Monoidal categories

C monoidal if

1) ⊗ : C×C → C cov. funct. with natural isom.

aA,B,C : A⊗ (B ⊗ C)→ (A⊗B)⊗ C such that

(aA,B,C ⊗ IdD) ◦ aA,B⊗C,D ◦ (IdA ⊗ aB,C,D) =

aA⊗B,C,D ◦ aA,B,C⊗D :

A⊗ (B ⊗ (C ⊗D))→ ((A⊗B)⊗ C)⊗D

2) 1l ∈ Ob(C) unit object with natural isom.

`A : 1l⊗A→ A, rA : A⊗ 1l→ A such that

IdA ⊗ rB = rA⊗B ◦ aA,B,1l : A⊗ (B ⊗ 1l)→ A⊗B
IdA⊗`B = (rA⊗IdB)◦aA,1l,B : A⊗(1l⊗B)→ A⊗B
`A⊗B = (`A⊗ IdB)◦a1l,A,B : 1l⊗(A⊗B)→ A⊗B
C is monoidal strict if a, `, r are identities.

Every monoidal category is equivalent to a strict

one
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Monoids

C monoidal

A ∈ Ob(C) is a C-monoid if ∃ morphisms

µ : A⊗A→ A and η : 1l→ A such that

µ◦(IdA⊗µ) = µ◦(µ⊗IdA)◦aA,A,A, (associativity)

µ ◦ (IdA ⊗ η) = rA and µ ◦ (η ⊗ IdA) = `A
µ =“multiplication”, η =“unit” (of A)

K-Mod, ⊗K, 1l = K monoidal

A monoid in K-Mod ⇔ A associative K-algebra

More generally if C is monoidal and if its objects

are K-modules, a monoid in C will be called and

associative algebra of C
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Examples

1) C = cochain complexes of K-modules{
(E ⊗ F )n = ⊕r+s=nE

r ⊗ F s
d(e⊗ f) = d(e)⊗ f + (−1)deg(e)e⊗ d(f)

A C-monoid = A graded differential algebra

2) C= cochain N-complexes of K-modules

K and q ∈ K satisfy (A1){
(E ⊗ F )n = ⊕r+s=nE

r ⊗ F s
d(e⊗ f) = d(e)⊗ f + qdeg(e)e⊗ d(f)

A C-monoid = A graded q-differential algebra

3) Under (A1) for K and q ∈ K the above for-

mulae induce a monoidal structure for the cat-

egory of ZN-complexes of K-modules.

⇒ ZN-graded q-differential algebras
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Another approach: The Hopf algebra Dq

K and q ∈ K satisfy (A1)

Dq = associative unital K-algebra generated by

d and Γ with relations

dN = 0, ΓN = 1l, Γd = qdΓ

Dq is a Hopf algebra with


∆(d) = d⊗ 1l + Γ⊗ d, ∆Γ = Γ⊗ Γ
ε(d) = 0, ε(Γ) = 1
S(d) = −ΓN−1d, S(Γ) = ΓN−1

E = ⊕n∈ZNE
n ZN-complex

{
d 7→ d = N-differential of E
Γ 7→ multiplication by qp on Ep, ∀p ∈ ZN

⇒ E is a Dq-module and the (q) tensor product

of ZN-complexes is induced by the coproduct

of Dq

Case of N-complexes (i.e. Z-graduation)
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Hochschild cochains I

A unital associative K-algebra, (A1) for q ∈ K
M,M′ (A,A)-bimodules

ω ∈ Cn(A,M) 7→ d1ω ∈ Cn+1(A,M)

d1(ω)(x0, . . . , xn) = x0ω(x1, . . . , xn)

+
∑n
k=1 q

kω(x0, . . . , xk−1xk, . . . , xn)

−qnω(x0, . . . , xn−1)xn

dN1 = 0, d1(ω ∪ ω′) = d1(ω) ∪ ω′+ qnω ∪ d1(ω′)
for ω ∈ Cn(A,M), ω′ ∈ C(A,M′)

⇒ (C(A,A), d1) is a graded q-differential alge-

bra

C(A) = ⊕n(⊗nA)∗ is a graded algebra

µ∗q(ω)(x0, . . . , xn) =

=
∑n
k=1 q

k−1ω(x0, . . . , xk−1xk, . . . , xn)

(C(A), µ∗q) is a graded q-differential algebra
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The graded algebra T(A)

T(A) = TA(A⊗A) = ⊕n(⊗n+1A)

Generated by A in degree 0 and by the free

generator τ = 1l⊗ 1l in degree 1

x0 ⊗ · · · ⊗ xn = x0τx1 . . . τxn ∈ Tn(A)

PROPOSITION 1 (Universal property) Let

A = ⊕n≥0An be a graded K-algebra. For any

unital K-algebra homomorphism ϕ : A → A0

and for any α ∈ A1, ∃! graded algebra homo-

morphism Tϕ,α : T(A) → A which extends ϕ

and sends τ on α.

Take A = C(A,A), ϕ = IdA and

α ∈ IdA ∈ C1(A,A)⇒ Ψ = Tϕ,α given by

Ψ(x0 ⊗ · · · ⊗ xn)(y1, . . . , yn) = x0y1x1 . . . ynxn
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q-differential structure on T(A)

A unital assoc. alg. as above, (A1) for q ∈ K

PROPOSITION 2 ∃! d1 : T(A) → T(A) lin-
ear homogeneous of degree 1 satisfying the
graded q-Leibniz rule
d1(αβ) = d1(α)β + q|α|αd1(β)
such that
d1(x) = 1l⊗ x− x⊗ 1l = τx− xτ, ∀x ∈ A
and
d1(τ) = τ2 (i.e. d1(1l⊗ 1l) = 1l⊗ 1l⊗ 1l).
Then one has dN1 = 0.

In fact, by induction on n, one has
dn1(x) = [n]q!τn−1d1(x) and dn1(τ) = [n]q!τn+1

(T(A), d1) is a graded q-differential algebra and
one verifies that
Ψ : T(A)→ C(A,A)
is a homomorphism for this structure i.e.
Ψ ◦ d1 = d1 ◦Ψ
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Universal q-differential envelope

A,K and q ∈ K satisfy (A1) as above.
Let Ωq(A) be the graded q-differential subal-
gebra of (T(A), d1) generated by A = T0(A)
and let d denote the N-differential of Ωq(A)
(induced by d1).

THEOREM 1 (Universal property) Any ho-
momorphism ϕ : A → A0 of unital associative
K-algebras of A into the subalgebra of degree
0 elements of a graded q-differential algebra A

extends uniquely as a homomorphism
Ωq(ϕ) : Ωq(A)→ A:
of graded q-differential algebras.

This universal property characterizes Ωq(A)
uniquely up to an isomorphism

Ωq(IdA) : Ωq(A)→ T(A) is the inclusion
Ωq(IdA) : Ωq(A)→ C(A,A) is induced by Ψ.

A direct construction of Ωq(A) is possible.
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Homological properties of Ωq(A)

PROPOSITION 3 Assume there is a linear

form ω on A such that ω(1l) = 1. Then

Hn
(k)(T(A), d1) = Hn

(k)(Ωq(A)) = 0 for n ≥ 1

and H0
(k)(T(A), d1) = H0

(k)(Ωq(A)) = K for any

k ∈ {1, . . . , N − 1}.

Define the cochain N-complex (E, d) by

E = Ke−(N−1) ⊕ · · · ⊕Ke−1 ⊕ T(A) with d = d1
on T(A) and de−1 = 1l, de−i = e−(i−1) for

2 ≤ i ≤ N − 1.

Define h : E → E linear of degree -1 by

h(x0 ⊗ · · · ⊗ xn) = ω(x0)x1 ⊗ · · · ⊗ xn, n ≥ 1

h(x0) = −q−1ω(x0)e−1 and

h(e−i) = −q−(i+1)[i+1]qe−(i+1), 1 ≤ i ≤ N−2

h(e(−N−1)) = 0

Then hd − qdh = I which implies the result

since Ke−(N−1) ⊕ · · · ⊕ Ke−1 ⊕ Ωq(A) is stable

by d and h.
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VI - N-COMPLEXES OF IRREDUCIBLE

TENSOR FIELDS

Ref : [22], [23], [24].

Ref : [5].
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Notations

(xµ) = (x1, . . . , xD) coord. in RD

∂µ = ∂/∂xµ partial deriv.

(ident. flat torsion free connection of RD)

T = cov. tens. field of degree = p

x 7→ Tµ1...µp(x)

∂T = cov. tens. field of degree = p+ 1

x 7→ ∂µp+1Tµ1...µp(x)

T 7→ ∂T is a first order differential operator,

homogeneous of degree 1.

({cov. tens. fields} = graded vector space)
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Differential forms

Ω(RD) = ⊕
p∈N

Ωp(RD)

Ωp(RD) = {antisym. cov. tens. fields of degree p}

d = (−1)pAp+1 ◦ ∂ : Ωp(RD)→ Ωp+1(RD)

[∂µ, ∂ν] = 0⇒ d2 = 0

⇒ Im(d) ⊂ Ker(d)

H(Ω(RD)) =
Ker(d)

Im(d)
= ⊕

p
Hp(Ω(RD))

Hp = {ω ∈ Ωp|dω = 0}/dΩp−1

H0(Ω(RD)) = {constant functions} = C1l

LEMMA 1 (Poincaré lemma)

Hp(Ω(RD)) = 0, ∀p ≥ 1
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Generalization

ω ∈ Ωp(RD), ω : specific case of fields of irre-
ducible tensors of degree = p

←→ Young diagram with 1 column ...

p 7→ Yp, (Y ) = (Yp)p∈N

Ω(Y )(R
D) = ⊕

p
Ωp

(Y )(R
D)

Ωp
(Y )(R

D) = {cov. tens. fields in Im(Yp)}

d = (−1)pYp+1 ◦ ∂ : Ωp
(Y )(R

D)→ Ωp+1
(Y ) (RD)

LEMMA 2 N ∈ N with N ≥ 2; (Y ) such that
# columns (Yp) < N (i.e.≤ N − 1) ∀p ∈ N
⇒ dN = 0.

H(k)(Ω(Y )(R
D)) = Ker(dk)/Im(dN−k)

k ∈ {1, . . . , N − 1} (graded spaces)
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ΩN(RD)

(Y ) is chosen as satisfying the conditions of

the lemma in a “maximal way” , i.e. one fills

the lines of N−1 cells, etc. ⇒ (Y N) = (Y Np )p∈N

⇒ ΩN(RD) = ⊕
p
Ωp
N(RD) = Ω(Y N)(R

D)

with dN = 0

THEOREM 1 (Generalized Poincaré lemma)

H
n(N−1)
(k) (ΩN(RD)) = 0, ∀n ≥ 1, ∀k.

One has H0
(k) = polynomials of degrees < k

Remark : The H
n(N−1)+p
(k) (ΩN(RD)) are infi-

nite dim. for n ≥ 1 and 1 ≤ p < N − 1. (The

H
p
(k) are finite dim. for 0 ≤ p ≤ N − 1).
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Higher spin gauge fields

Spin = 1← (e.m.) → N = 2

Ω0(RD)
d→ Ω1(RD)

d→ Ω2(RD)
d→ Ω3(RD)

↑ ↑ ↑ ↑
gauges Aµ Fµν ∼ Bianchi

Spin = 2 ← (grav.) → N = 3

Ω1
3(RD)

d→ Ω2
3(RD)

d2→ Ω4
3(RD)

d→ Ω5
3(RD)

↑ ↑ ↑ ↑
gauges hµν Rλρ,µν ∼ Bianchi

Spin S ≥ 1↔ N = S + 1

ΩS−1
S+1

d→ ΩS
S+1

dS→ Ω2S
S+1

d→ Ω2S+1
S+1

Other applications e.g. S = 2
d(h) = 0↔ h = d2φ i.e. hµν = ∂µ∂νφ
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Duality

Contracting columns by εµ1...,µD

⇒ Other applications. Example :

∂µTµν = 0, Tµν = T νµ (← µ ν )

Tµν = εµµ1...µD−1ενν1...νD−1ωµ1...µD−1,ν1...νD−1

∂µTµν = 0⇔ dω = 0 in Ω3(RD)
⇔ ω = d2ρ ⇔ Tµν = ∂λ∂ρ Rλµ,ρν

↑ ↑

(gen. Poincaré )

(
λ ρ
µ ν

)
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Calculus on manifolds ?

RD 7→ V manifold, dim(V ) = D

Ω(Y )(V ), ΩN(V ) well defined,

but not T 7→ ∂T .

One must choose a linear connection ∇

⇒ d∇ = (−1)pYp+1 ◦ ∇ : Ωp
(Y ) → Ωp+1

(Y )

but dN∇ 6= 0

because of torsion and curvature of ∇
(⇒ result at the level of symbol).

LEMMA 3 (Y ), N as before.

dN∇ is of order N − 1

and if ∇ is torsion free

dN∇ is of order N − 2.
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Computations for N = 3

H0
(1) ' R, H0

(2) ' R⊕ RD

H1
(1) ' {X|∂µXν + ∂νXµ = 0} ' RD ⊕ ∧2RD

H1
(2) ' {X|∂λ(∂µXν − ∂νXµ) = 0}/{dϕ} ' ∧2RD

ω = 2-form 7→ t = Y3 ◦ ∂ω ∈ Ω3
3(RD)

tµλν = Cte(2∂λωµν + ∂µωλν − ∂νωλµ)
⇒ dt ∼= 0 in Ω3(RD)

t = dh i.e. tµλν = ∂νhµλ − ∂µhνλ ⇔
(∗) ωµν = aµνρxρ + ∂µXν − ∂νXµ, a ∈ ∧3RD

and then t = d2X in Ω3(RD)

⇒ H3
(1) and H3

(2) contain the ∞-dim. space

{2-forms} / {2-forms(∗)}.

Similar construction ⇒ dim(H2n+1
(k) ) =∞.

Basic lemma +H2n
(k) = 0⇒ H2n+1

(1) ' H2n+1
(2)

(n ≥ 1)
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Computations for N ≥ 3

The construction for N = 3 generalizes for

N ≥ 3

⇒ dim
(
Hm

(k)

)
=∞ for m ≥ N and m 6= (N−1)p

For k+m ≤ N − 1, Hm
(k) '

{S|
∑

π∈Sk+m

∂µπ(1) . . . ∂µπ(k)Sµπ(k+1) . . . µπ(k+m) = 0}

⇒ dimHm
(k) <∞ (polyn. degrees < k+m)

Basic lemma +H
(N−1)p
(k) = 0 for p ≥ 1

⇒ 4-terms exact sequences

0
[d]k→ Hk−1

(`)
[i]N−k−`→ Hk−1

(N−k)
[d]`→ Hk+`−1

(N−k−`)
[i]k→

[i]k→ Hk+`−1
(N−`)

[d]N−k−`→ 0

for 1 ≤ k, `, k+ ` ≤ N − 1

⇒ dimHm
(k) (< ∞) for m < N − 1 as functions

of the Hm
(k) for k+m ≤ N − 1 (k ≥ 1)
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Young diagrams

Y= partition of |Y | ∈ N↔ rows of lenghts mi

mi ≥ · · · ≥ mr > 0,
∑
mi = |Y |

(Drawing → ) columns of lengths m̃j

m̃1 ≥ · · · ≥ m̃c > 0,
∑
m̃j = |Y |

m1 = c, m̃1 = r

Ỹ = dual partition or diagram (see the draw-

ing)

Y ′ ⊂ Y inclusion clear

Y ′ ⊂⊂ Y strong inclusion means

m1 ≥ m′1 and m̃c ≥ m̃′1

⇒ contraction C(Y |Y ′) for Y ′ ⊂⊂ Y (see draw-

ing)
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Schur modules

E vect. sp., dim(E) = D <∞, E∗= dual
φ : E|Y | → F multilinear
(i) φ antisym. in entries of each column
(ii) antisym. in entries of a column with an-
other entry of Y on the right-hand vanishes
Morphism φ → φ′ = f ∈ Hom(F, F ′) such that
φ′ = f ◦ φ
Initial object = Schur module
(•)Y : E|Y | → EY

Construction EY ⊂ E⊗|Y | ' mult. forms on
(E∗)|Y |

T : (E∗)|Y | → R satisfying (i) and (ii)
T arbitrary 7→ Y(T ) ∈ EY
Y(T ) =

∑
p∈R

∑
q∈C(−1)ε(q)T ◦ p ◦ q

{
C permutes entries of each column
R permutes entries of each row

Y2 = CteY → Y2 = Y, Young symmetrizer
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Schur modules II

E⊗
n
= E⊗

n ⊗Sn
K(Sn)

π⊗
n
(GL(E))′ ' {Im(Sn) in E⊗

n}′′

|Y | = n,EY = E⊗
n⊗Sn

RepY (Sn) ∈ Irrep(GL(E))

multiplicity = dim(RepY (Sn))

= {multiplicity of RepY (Sn) in K(Sn)}

Remark for latter purpose :

T (E)/[E, [E,E]⊗]⊗

each Y occurs with multiplicity one

⇒model for polynomial representations of GL(E).
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Contractions in EY

T ∈ EY and T ′ ∈ E∗Y ′

with Y ′ ⊂⊂ Y → C(T |T ′) ∈ EC(Y |Y ′)

given by tensor contraction of indices corre-

sponding to the drawing of C(Y |Y ′)

The fact that C(T |T ′) belong to EC(Y |Y
′) is not

completely obvious.

55



Multiforms

A =
(
⊗N−1
gr ∧ RD∗

)
⊗ C∞(RD)={multiforms}

C∞(RD)-algebra generated by

dix
µ; i ∈ {1, . . . , N − 1}, µ ∈ {1, . . . , D}

with relations

dix
µdjx

ν + djx
νdix

µ = 0

or R-algebra generated by dix
µ as above and

C∞(RD) with relations

fdix
µ − dixµf = 0, f ∈ C∞(RD)

A = ⊕mi∈NAm1,...,mN−1

is multigraded, so also graded

A = ⊕nAn, An = ⊕∑mi=nA
m1,...,mN−1

and in fact graded-commutative.

There are N − 1 antiderivations of graded R-

algebra di such that

dif = dix
µ∂µf (f ∈ C∞(RD)), didjx

µ = 0

⇒ didj + djdi = 0

⇒ dI =
∑
i∈I di is a differential, i.e. an an-

tiderivation of degree 1 with d2I = 0

∀I ⊂ {1, . . . , N − 1} with #I ≥ 1.
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Generalized Poincaré lemma for A

For N = 2, one has A = Ω(RD) = Ω2(RD)

THEOREM 2 Let K be a non empty subset

of {1, . . . , N−1} and m be an integer m ≤#K.

Then∏
i∈I

di

ω = 0, ∀I ⊂ K with #I = m

implies

ω =
∑
J⊂K

#J=#K−m+1

∏
j∈J

dj

αJ + ω0

with ω0 polynomial of degree ≤ m− 1

For N = 2 this is the Poincaré lemma and ω0

can be incorporated in the differential.

This theorem which is interesting in itself is

the main step for the proof of the generalized

Poincaré lemma for ΩN(RD).
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Canonical inclusion ΩN(RD) ⊂ A

EY ⊂ ∧m̃1E ⊗ · · · ⊗ ∧m̃cE

In particular

E
Y N
(N−1)n+i ⊂ (⊗i ∧n+1 E)⊗ (⊗N−1−i ∧n E)

decomposing the right-hand side into irreducible

GL(E) factors there is only one factor isomor-

phic to the left-hand side ⇒ Image of GL(E)-

invariant projection

Ω(N−1)n+i
N (RD) = (RD∗)Y

N
(N−1)n+i ⊗ C∞(RD)

⇒ ΩN(RD) = Im(π)

with π a C∞(RD)-linear GLD-invariant homo-

geneous projection of A onto itself.

LEMMA 4 Let ω ∈ Ωp
N(RD)

with p = (N −1)n+ i (0 ≤ i < N −1). One has

dω = cpπ(di+1ω)

where cp ∈ R\{0}.
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Theorem 2 ⇒ Theorem 1

LEMMA 5 Let ω ∈ Ω(N−1)n
N (RD). One has

dkω = 0⇔ di1 . . . dikω = 0

for 1 ≤ k ≤ N − 1, {i1, . . . , ik} ⊂ {1, . . . , N − 1}.

In view of the symmetry in the columns,
di1 . . . dikω = 0 ⇔ d1 . . . dkω = 0. On the other
hand d1 . . . dkω ∈ ΩN(RN) because one has no
component with first column of length > n+1.

LEMMA 6 Let ω ∈ Ω(N−1)n
N (RD) with n ≥ 1.

Assume either that ω is polynomial of degree
≤ k − 1 or that one has

ω =
∑
J

#J=N−k

(
∏
j∈J

dj)αJ

Then ω = dN−kα for some α ∈ Ω(N−1)n−N+k
N (RD).

With these lemmas one deduces easily Theo-
rem from Theorem 2.
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Appendix

Y= Young diagram with m̃1 ≥ · · · ≥ m̃c

Y ′=Young diagram with m̃′1 ≥ · · · ≥ m̃
′
c′

Set Y > Y ′ whenever m̃p > m̃′p and m̃k = m̃′k
for k < p for some p ≥ 1, with the convention

mn = 0 for n > c (m̃′n = 0 for n > c′).

PROPOSITION 1 The relation Y > Y ′ de-

fines a total order on the set of Young dia-

grams. For (Y N) one has

Y Np = Inf{Y |c < N and |Y | = p}

where c = # columns (Y ) is the biggest integer

with m̃c 6= 0 ; one has of course Y Np+1 > Y Np .
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VII - SIMPLICIAL N-COMPLEXES

Ref : [22], [20], [19], [21].

Ref : [51], [52], [40], [43], [61].
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Presimplicial

Presimplicial module : (En)n∈N
fi : En → En−1 for i ∈ {0,1, . . . , n} (faces) such

that

fifj = fj−1fi for i > j

(∼ relations of faces of simplices)

d =
∑

(−1)ifi : En → En−1

(E = ⊕nEn, d) complex ⇒ H(E) = ⊕nHn(E)

Precosimplicial module : (En)n∈N
fi : En → En+1 for i ∈ {0, . . . , n+ 1} (cofaces)

fjfi = fifj−1 for i < j (duals)

d =
∑

(−1)ifi : En → En+1

⇒ cochain complex ⇒ cohomology

HomK(•,K) : Presimpl. → Precosimpl.
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Simplicial

Simplicial module = Presimplicial module

(En)n∈N, fi and degeneracies

si : En → En+1 for i ∈ {0, . . . , n}
with

sisj = sj+1si for i ≤ j

fisj =


sj−1fi for i < j
Identity for i = j and i = j + 1
sjfi−1 for i > j + 1

Dually for cosimplicial module :

si : En → En−1 i ∈ {0, . . . , n− 1}
sjsi = sisj+1 for i ≤ j

sjfi =


fisj−1 for i < j
Identity for i = j and i = j + 1
fi−1sj for i > j + 1
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Associated N-complexes

{
(En)n∈N = Precosimplicial module
K and q ∈ K satisfy (A0), i.e. [N ]q = 0

d0 =
∑n+1
k=0 q

kfk : En → En+1

d1 =
∑n
k=0 q

kfk − qnfn+1

dm =∑n−m+1
k=0 qkfk − qn−m+1

(∑m−1
p=0 (−1)pfn−m+2+p

)
for n ≥ m− 1

dm = d for n ≤ m− 1

LEMMA 1 One has dNm = 0, ∀m ∈ N

Cumbersome induction (easy for the parts δm =∑n−m+1
k=0 qkfk, n ≥ m− 1).

Notice that d1 = d : E0 → E1.
Similar N-differentials in the simplicial case.
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Expressing H(k)(dm) in terms of H(d)

H(k)(dm) = H(k)(E, dm), H(d) = H(E, d)

K and q ∈ K satisfy (A1), E cosimplicial

THEOREM 1

(0)



HNr−1
(k) (d0) = H2r−1(d)

H
N(r+1)−k−1
(k) (d0) = H2r(d)

Hn
(k)(d0) = 0 otherwise

(1)



HNr
(k)(d1) = H2r(d)

H
N(r+1)−k
(k) (d1) = H2r+1(d)

Hn
(k)(d1) = 0 otherwise
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More generally under the same assumption

THEOREM 2 Setting Em = ⊕n≥m−1E
n

HNr+m−1
(k) (Em, dm) = H2r+m−1(d)

for r ≥ 1,

H
N(r+1)−k+m−1
(k) (Em, dm) = H2r+m(d)

Hm−1
(k) (Em, dm) = Ker(d : Em−1 → Em)

and Hn
(k)(Em, dm) = 0 otherwise.

In particular for n ≥ N − k+m− 1 one has
Hn

(k)(dm) = 0 if n 6= m− 1 mod (N) or
n+ k 6= m− 1 mod (N) and

HNr+m−1
(k) (dm) = H2r+m−1(d) ∀r ≥ 1,

H
N(r+1)−k+m−1
(k) (dm) = H2r+m(d).
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Simplicial case

In the case where E is simplicial one defines

similarily the sequence of N-differentials dm in

terms of faces and, under (A1) one has

THEOREM 3

(0)



H(k),Nr−1(d0) = H2r−1(d)

H(k),Nr+k−1(d0) = H2r(d)

H(k),n(d0) = 0 otherwise

(1)



H(k),Nr(d1) = H2r(d)

H(k),Nr+k(d1) = H2r+1(d)

H(k),n(d1) = 0 otherwise
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Products

M-precosimplicial module = precosimplicial mod-

ule (En, fi) with K-linear associative product

Ea ⊗ Eb → Ea+b, α⊗ β 7→ αβ such that

fi(αβ) =

{
fi(α)β if i ≤ a
αfi−a(β) if i > a

for i ∈ {0, . . . , a+ b+1} and fa+1(α)β = αf0(β)

for α ∈ Ea, β ∈ Eb.

PROPOSITION 1 Let (En) be M- precosim-

plicial with K and q ∈ K satisfying (A0). Then

(E = ⊕nEn, d1) is a graded q-differential alge-

bra.

In particular for N = 2 (q = −1) it is a graded

differential algebra.
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Examples

(Cn(A,A)) with usual product (⊗A)

f0(ω)(x0, . . . , xn) = x0ω(x1, . . . , xn)

fi(ω)(x0, . . . , xn) = ω(x0, . . . , xi−1xi, . . . , xn),

1 ≤ i ≤ n

fn+1(ω)(x0, . . . , xn) = ω(x0, . . . , xn−1)xn

(Tn(A)) with its product

f0(x0 ⊗ · · · ⊗ xn) = 1l⊗ x0 ⊗ · · · ⊗ xn

fi(x0 ⊗ · · · ⊗ xn) =

x0 ⊗ · · · ⊗ xi−1 ⊗ 1l⊗ xi ⊗ · · · ⊗ xn, 1 ≤ i ≤ n

fn+1(x0 ⊗ · · · ⊗ xn) = x0 ⊗ · · · ⊗ xn ⊗ 1l

One has Ψ ◦ fi = fi ◦Ψ : Tn(A)→ Cn(A,A)
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M-cosimplicial

A M-precosimplicial module (En) is M-cosimplicial

if it is a cosimplicial with codegeneracies sat-

isfying

si(αβ) =

{
si(α)β if i < a

αsi−a(β) if i ≥ a

for i ∈ {0, . . . , a+ b− 1}, α ∈ Ea, β ∈ Eb.

(Cn(A,A)) is M-cosimplicial with

si(ω)(x1, . . . , xn−1) = ω(x1, . . . , xi,1l, xi+1, . . . , xn−1)

(Tn(A)) is M-cosimplicial with

si(x0 ⊗ · · · ⊗ xn) = x0 ⊗ · · · ⊗ xixi+1 ⊗ · · · ⊗ xn

PROPOSITION 2 Ψ is a M-cosimplicial ho-

momorphism.

i.e. one also has Ψ ◦ si = si ◦Ψ
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Normalization

- (En), fi, sj cosimplicial module

→ (E, d) corresponding complex N(En) = ∩Ker(sj)

stable by d

→ (N(E), d) and H(N(E)) = H(E)

- In the case (En) M-cosimplicial one has :

PROPOSITION 3 Let (En) be a M-cosimplicial

module. Then (E, d) is a graded differential

algebra and (N(E), d) is a graded differential

subalgebra of (E, d).

The first part is a particular case of Proposition

1 (q = −1, N = 2).

Notice that N(T(A)) = Ω(A) is the universal

differential envelope of A and that Ψ is a ho-

momorphism of Ω(A) into (NC(A,A), d)
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VIII - A N-DIFFERENTIAL B.R.S. PROBLEM

Ref : [22], [27], [28].
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A N-differential BRS-like problem

For the zero modes of the SU(2) WZNW model,

N= height of the current algebra representa-

tion = k+ 2 with k= Kac-Moody level.

- (H, A) = N-differential space (AN = 0)

- Uq acts on H (qN = −1), [Uq, A] = 0

- HI = {Uq-invariant ∈ H} ⇒ (HI , A) = N-diff.

- Hphys ' ⊕N−1
k=1H(k)(HI , A)

Problem : Avoid the restriction to HI i.e. find

a N-differential space such that Uq-invariance

is captured in the N-differential, etc.
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N-complex of linear inclusion

E1 ⊂ E vector spaces ⇒ (E0, δ0)N-complex

E0 = ⊕N−1
n=0E

n
0 , E0

0 = E and En0 = E/E1 n ≥ 1

δ0 : En0 → En+1
0 , δ0 = π : E0

0 = E → E/E1 = E1
0

δ0 = Id : En0 = E/E1 → E/E1 = En+1
0

for 1 ≤ n ≤ N − 1 and δ0 = 0 on EN−1
0 .

PROPOSITION 1 One has Hn
(k)(E0, δ0) = 0

for n ≥ 1 and H0
(k)(E0, δ0) = E1

for any k ∈ {1, . . . , N − 1}.

(E0, δ0) is characterized by the following .

PROPOSITION 2 Any linear α : E → C0

where (C = ⊕n∈NC
n, d) is a cochain N-complex

such that d◦α(E1) = 0 has a unique extension
as a homomorphism ᾱ : (E0, δ0) → (C, d) of
N-complexes.
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Inclusion of N-differential spaces

(E, δ1) N-differential E1 ⊂ E with δ1E1 ⊂ E1
q = primitive Nth root of unit.

PROPOSITION 3 δ1 : E0
0 = E → E = E0

0
has a unique linear extension, denoted again
by δ1 : E0 → E0, which is homogeneous degree
0 and satisfies δ1δ0 = qδ0δ1. One has δN1 = 0
and (δ0 + δ1)

N = 0 on E0.

Use Proposition 2. Take α = δ1 : E → E0
0 ⇒ δ̄1

and set δ1 = qdegreeδ̄1.

THEOREM 1 H(k)(E1, δ1) = H(k)(E0, δ0+δ1)
for k ∈ {1, . . . , N − 1}

One has the short exact sequence

0→ (E1, δ1)
⊂→ (E0, δ0 + δ1)→ (F, δ)→ 0

and H(k)(F, δ) = 0 for k ∈ {0,1, . . . , N − 1} ⇒

0
∂→ H(k)(E1, δ1)

'→ H(k)(E0, δ0 + δ1)→ 0
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Hopf algebra action

Assume now that a Hopf algebra U acts on
(E, δ1) by automorphism and that E1 is the
set of U-invariant elements of E.

LEMMA 1 For x ∈ E = C0(U , E) the follow-
ing statements (i), (ii) and (iii) are equivalent
(i) dk1(x) = 0 for some k ∈ {1, . . . , N − 1}
(ii) x ∈ E1

(iii) dn1(x) = 0 for any n ∈ {1, . . . , N − 1}

On C0(U , E) one has d1 = d and by induction
dn1(x)(1l, . . . ,1l, X) = [n]qX(x)⇒ Lemma 1.

PROPOSITION 4 (E0, δ0) identifies with the
N-subcomplex of (C(U , E), d1) generated by E.

i.e. E0 = E ⊕ d1E ⊕ · · · ⊕ dN−1
1 E, d1 � E0 = δ0.

The homomorphism (E0, δ0) → (C(U , E), d1)
of Proposition 2 is injective by Lemma 1.
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H(k)(E1, δ1) in terms of C(U , E)

LEMMA 2 One extends δ1 from E0 to C(U , E)

by (δ1ω)(X1, . . . , Xn) = qnδ1ω(X1, . . . , Xn),

ω ∈ Cn(U , E) and one has δ1d1 = qd1δ1,

δN1 = (d1 + δ1)
N = 0.

Let the filtration Fn of H(k)(C(U , E), d1 + δ1)

be defined by FnH(k)(C(U , E), d1 + δ1) =

[Ker(d1 + δ1)
k ∩⊕0≤r≤nCr(U , E)] for n ≥ 0 and

by 0 for n < 0.

THEOREM 2 The inclusion E0 ⊂ C(U , E) in-

duces isomorphisms

H(k)(E0, δ0 + δ1) ' F0H(k)(C(U , E), d1 + δ1)

for k ∈ {1, . . . , N − 1}.

In particular, one has for 1 ≤ k ≤ N − 1

F0H(k)(C(U , E), d1 + δ1) ' H(k)(E1, δ1)
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IX - HOMOGENEOUS ALGEBRAS

Ref : [8], [26].

Ref : [6], [7], [53], [47], [48], [49].
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Homogeneous Algebras

K field of characteristic zero
N ∈ N with N ≥ 2

A N-homogeneous algebra :
A = A(E,R) = T (E)/(R)
dim(E) <∞, R ⊂ E⊗N

⇒ A connected graded algebra (A0 = K1l)
generated in degree 1 (A1 = E).

f : A(E,R)→ A(E′, R′) morphism :
f ∈ HomK(E,E′) such that f⊗

N
(R) ⊂ R′

⇒ f induces an algebra homomorphism.

Category HNAlg

Forgetful functor A 7→ E from HNAlg to Vect
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Duality

A = A(E,R) N-homogeneous algebra
7→ A! = A(E∗, R⊥) dual N-homogeneous alge-
bra

where

R⊥ = {ω ∈ (E⊗
N
)∗|ω(x) = 0, ∀x ∈ R}

with the identification (E⊗
N
)∗ = E∗⊗

N

(A!)! = A
f : A → A′ morphism
7→ f ! : (A′)! → A! morphism

(A 7→ A!, f 7→ f !) involutive contravariant func-
tor
A 7→ A! is a lifting to HNAlg of the duality
E 7→ E∗ in Vect
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Products

A = A(E,R), A′ = A(E′, R′)

A ◦ A′ = A(E ⊗ E′, πN(R⊗ E′⊗N + E⊗
N ⊗R′))

A • A′ = A(E ⊗ E′, πN(R⊗R′))
πN : (1,2, . . . ,2N) 7→ (1, N + 1, . . . , N,2N)

acting on the factors of ⊗.

(R⊗ E′⊗N + E⊗
N ⊗R′)⊥ = R⊥ ⊗R′⊥ ⇒

(A ◦ A′)! = A! • A′!

(A • A′)! = A! ◦ A′!

R⊗R′ ⊂ R⊗ E′⊗N + E⊗
N ⊗R′ ⇒

p : A • A′ → A ◦A′

epimorphism of HNAlg (p = IE⊗E′).

◦ et • are lifting

to HNAlg of ⊗ in Vect.
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Connections with A⊗A′

If N ≥ 3, A⊗A′ is not N-homogeneous.

ı̃ : T (E ⊗ E′)→ T (E)⊗ T (E′)
ı̃ = π−1

n : (E ⊗ E′)⊗n → E⊗
n ⊗ E′⊗n

ı̃ is an injective algebra-homomorphism

ı̃(T (E ⊗ E′)) = ⊕nE⊗
n ⊗ E′⊗n

PROPOSITION 1 A = A(E,R), A′ = A(E′, R′)
ı̃ induces an injective algebra-homomorphism

i : A ◦ A′ → A⊗A′

and

i(A ◦ A′) = ⊕nAn ⊗A′n
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Units

A = A(E,R), A′ = A(E′, R′), A′′ = A(E′′, R′′)

(E ⊗ E′)⊗ E′′ ' E ⊗ (E′ ⊗ E′′)

induces (A ◦ A′) ◦ A′′ ' A ◦ (A′ ◦ A′′)
E ⊗ E′ ' E′ ⊗ E induces A ◦ A′ ' A′ ◦ A
K = Kt unit object of (Vect,⊗)

7→ K[t] = A(Kt,0) ' T (K) unit

object of (HNAlg, ◦).

THEOREM 1 (ı) HNAlg endowed with ◦ is

a tensor category with unit object K[t]

(ıı) HNAlg endowed with • is a tensor category

unit object ∧N{d} = K[t]!

(ı)⇔ (ıı) by duality

∧N{d} = unital graded algebra generated in

degree one by d with relation dN = 0.
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Hom(A,B)

THEOREM 2

HomK(E ⊗ E′, E′′) = HomK(E,E′∗ ⊗ E′′)

in Vect induces

Hom(A • A′,A′′) = Hom(A,A′! ◦ A′′)

in HNAlg.

⇒ internal Hom for (HNAlg, •)
Hom(A′,A′′) = A′! ◦ A′′

The canonical mappings (E∗ ⊗ E′) ⊗ E → E′

and (E′∗ ⊗ E′′) ⊗ (E∗ ⊗ E′) → E∗ ⊗ E′′ induce

products µ : Hom(A,A′) • A → A′

m : Hom(A′,A′′) •Hom(A,A′)→ Hom(A,A′′)
with obvious associativity properties.
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end(A)

Setting hom(A,B) = Hom(A!,B!)! = A! •B by

duality from µ,m one obtains

δ0 : B → hom(A,B) ◦ A

∆0 : hom(A, C)→ hom(B, C) ◦ hom(A,B)

with induce via i

δ : B → hom(A,B)⊗A

∆ : hom(A, C)→ hom(B, C)⊗ hom(A,B)

with obvious coassociativity properties.

THEOREM 3

end(A) = A! • A

endowed with ∆ is a bialgebra with counit ε :

A! • A → K induced by the duality

ε = 〈·, ·〉 : E∗⊗E → K and A endowed with δ is

an end(A)-comodule.
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N-complex L(f)

Theorem 1 (ıı) + Theorem 2 ⇒
Hom(B, C) = Hom(∧N{d},B! ◦ C)

ξf ∈ B! ◦ C image of d corresponding to f ∈
Hom(B, C). One has (ξf)

N = 0.

d= Left multiplication by i(ξf) in

B! ⊗ C. dN = 0⇒

L(f) = (B! ⊗ C, d) is a cochain N-complex

of right C-modules :

d : B!
n ⊗ C → B!

n+1 ⊗ C

When A = B = C, f = IA one denotes it by

L(A)
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N-complex K(f) - I

Apply HomC(. , C) to each right C-module of

L(f) = (B! ⊗ C, d)⇒
The chain N-complex K(f) of left C-modules.

HomC(B!
n ⊗ C, C) ' C ⊗ (B!

n)
∗

⇒ K(f) = (C ⊗ B!∗, d),
d : C ⊗ (B!

n+1)
∗ → C ⊗ (B!

n)
∗

When A = B = C, f = IA
one denotes it by K(A)

We shall describe an alternative construction

for K(f).
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Disgression

LEMMA 1 A associative algebra with prod-
uct m, C coassociative coalgebra with coprod-
uct ∆, HomK(C,A) endowed with the convo-
lution product

α ∗ β = m ◦ (α⊗ β) ◦∆, (α, β ∈ HomK(C,A))

For α ∈ HomK(C,A) define

dα ∈ EndA(A⊗ C) = HomA(A⊗ C,A⊗ C)

as the composite

A⊗C IA⊗∆−→ A⊗C⊗C IA⊗α⊗IC−→ A⊗A⊗C m⊗IC−→ A⊗C
Then α 7→ dα is an algebra homomorphism i.e.
dα∗β = dα ◦ dβ.

1l unity of A, ε counit of C
⇒ α 7→ ε(α)1l unit of HomK(C,A)

structure of left A module

x(a⊗ c) = xa⊗ c
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N-complex K(f) - II

B = A(E,R), C = A(E′, R′)

(B!)∗ coalgebra with (B!
1)
∗ = B1 = E

f ∈ Hom(B, C) 7→ α ∈ HomK((B!)∗, C)

α = f : E → E′ in degree 1 and α = 0 otherwise

α∗N = α ∗ · · · ∗ α︸ ︷︷ ︸
N

is the composite

R
f⊗

N

−→ E′⊗
N
−→ E′⊗

N
/R′

⇒ α∗
N

= 0 (f(R) ⊂ R′)⇒
(C ⊗ B!∗, dα) is a chain N-complex of left C-
modules which coincides with K(f) (d = dα).
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Components

B!
n = E∗⊗

n
if n < N

B!
n = E∗⊗

n
/

∑
r+s=n−N

E∗⊗
r ⊗R⊥⊗E∗⊗s if n ≥ N

⇒
(B!

n)
∗ = E⊗

n
if n < N

(B!
n)
∗ = ∩r+s=n−NE

⊗r ⊗R⊗ E⊗s if n ≥ N
Thus in any case one has

(B!
n)
∗ ⊂ E⊗

n

The N-differential d of K(f) is induced by

c⊗ (e1⊗ e2⊗ · · · ⊗ en)→ cf(e1)⊗ (e2⊗ · · · ⊗ en)

of C ⊗ E⊗n into C ⊗ E⊗n−1
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Splitting of K(f)

K(f) splits into sub-N-complexes.

K(f)n = ⊕mCn−m ⊗ (B!
m)∗, n ∈ N

homogeous for the total degree.

K(f)0 is 0→ K→ 0

K(f)n is

0→ E⊗
n f⊗I⊗

n−1

E−→ E′⊗E⊗
n−1
→ · · ·

I⊗
n−1

E′ ⊗f
−→ E′⊗

n
→ 0

for 1 ≤ n ≤ N − 1 and K(f)N is

0→ R→ E′ ⊗ E⊗N−1 → . . .

· · · → E′⊗
N−1 ⊗ E can→ E′⊗

N
/R′ → 0

These K(f)n for 1 ≤ n ≤ N −2 are acyclic only

if E = E′ = 0.

LEMMA 2 K(f)N−1 and K(f)N are acyclic if

and only if f is an isomorphism (of HNAlg).

91



Maximal acyclicity

The maximal acyclicity for K(f) that can be

a priori expected is the acyclicity of the N-

complexes K(f)n for n ≥ N − 1.

Lemme 2⇒One can restrict attention to K(A)

PROPOSITION 2 N ≥ 3

K(A)n acyclic ∀n ≥ N−1⇔ R = 0 or R = E⊗
N

Thus the assumption of Proposition 2 leads for

N ≥ 3 to a trivial class of algebras

although for N = 2 this assumption character-

izes the quadratic Koszul algebra. Generaliza-

tion? i.e. nontrivial maximal acyclicity?
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Koszul Homogeneous Algebras

Cp,r, 0 ≤ r ≤ N − 2, r+ 1 ≤ p ≤ N − 1

complexes obtained by contraction of K(A)

· · · d
N−p
→ A⊗A!∗

nN+r
dp→ A⊗A!∗

nN−p+r
dN−p→ . . .

· · · d
p
→ A⊗A!∗

N−p+r
dN−p→ A⊗A!∗

r → 0

PROPOSITION 3 N ≥ 3, (p, r) 6= (N − 1,0)

H1(Cp,r) = 0⇒ R = 0 or R = E⊗
N
.

A Koszul N-homogeneous algebra :

Hn(CN−1,0) = 0, ∀n ≥ 1.

⇒ resolution of the trivial A-module K.

CN−1,0 will be denoted by K(A,K), it coincides

with the Koszul complex introduced by Roland

Berger.
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Complex K(A,A)

K(A) N-complex of left A-modules

· · · d→ A⊗A!∗
n+1

d→ A⊗A!∗
n

d→ . . .

d induced by

a⊗ (e1 ⊗ · · · ⊗ en+1) 7→ ae1 ⊗ (e2 ⊗ · · · ⊗ en+1)

K̃(A) N-complex of right A-modules

· · · d̃→ A!∗
n+1 ⊗A

d̃→ A!∗
n ⊗A

d̃→ . . .

d̃ induced by

(e1 ⊗ · · · ⊗ en+1)⊗ a 7→ (e1 ⊗ · · · ⊗ en)⊗ en+1a

⇒ two N-complexes of bimodules (L,R)

· · · dL,dR→ A⊗A!∗
n+1⊗A

dL,dR→ A⊗A!∗
n ⊗A

dL,dR→ . . .

dL = d⊗ IA, dR = IA ⊗ d̃

. . .
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Complex K(A,A) , continuation

dLdR = dRdL ⇒ (dL − dR)

N−1∑
p=0

d
p
Ld

N−p−1
R

 =

N−1∑
p=0

d
p
Ld

N−p−1
R

 (dL − dR) = dNL − d
N
R = 0

Define the chain complex of (A,A)-bimodules

K(A,A) by

K2m(A,A) = A⊗A!∗
Nm ⊗A = K2m(A,K)⊗A

K2m+1(A,A) = A⊗A!∗
Nm+1⊗A = K2m+1(A,K)⊗A

with differential δ′ defined by

δ′ = dL − dR : K2m+1(A,A)→ K2m(A,A)

δ′ =
N−1∑
p=0

d
p
Ld

N−p−1
R : K2(m+1)(A,A)→ K2m+1(A,A)
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Properties of Koszul algebras

PROPOSITION 4 A = A(E,R) N-homogeneous

Hn(K(A,A)) = 0 for n ≥ 1⇔ A is Koszul.

- A Koszul ⇔ K(A,K) → K → 0 is a (free)

resolution of the trivial left A-module K
- A Koszul ⇔ K(A,A) → A → 0 is a (free)

resolution of the (A,A)-bimodule A.

PA(t) =
∑
n

dim(An)tn

QA(t) =
∑
p

(dim(A!
Np)t

Np−dim(A!
Np+1)t

Np+1)

A Koszul ⇒ QA(t)PA(t) = 1.

which generalizes a well-known result for quadratic

algebras since in the latter case (N = 2) QA(t) =

PA!(−t).
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Small complexes S(A,M)

- A = A(E,R) N-homogeneous

- M = (A,A)-bimodule

- S(A,M) =M⊗A⊗AoppK(A,A) small complex

- If A is Koszul then the free resolution

K(A,A)→ A→ 0 of A⊗Aopp-modules and the

interpretation of the Hochschild homology as

Hn(A,M) = TorA⊗A
opp

n (M,A)

imply that the small complex S(A,M) com-

putes the Hochschild homology i.e.

Hn(A,M) = Hn(S(A,M))

for n ∈ N.
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Dimensions

- A = ⊕n∈NAn graded algebra

A has polynomial growth if

dimK(An) ≤ CnD−1, ∀n ≥ 1

GK-dim(A)= smallest D as above.

- A N-homogeneous and Koszul

then the above resolutions are minimal projec-

tive ⇒
global dimension of A = smallest D

such that KD(A,K) 6= 0 and

Kn(A,K) = 0 for n > D.

A has finite global dimension if

A!
n = 0 for n > some integer.

Hochschild dim(A)= global dim(A)

Generically GK-dim(A) 6= global dim(A).
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Gorenstein Homogeneous Algebras

L(A,K) = dual of K(A,K)

L(A,K) is a cochain complex of right A-modules

(finite, free) and

L(A,K) = C1,0(L(A))

A N-homogeneous and Koszul of finite global

dimension D ⇒ Ln(A,K) = 0 for n > D.

Then A is Gorenstein if L(A,K) gives a (mini-

mal projective resolution)

0→ L0(A,K)
d→ · · · d→ LD(A,K)→ K→ 0

of the trivial right A-module K.

This implies

Kn(A,K) ' KD−n(A,K)
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Homogeneous Algebra

- Algebras of a monoidal category of vector

space V

- Free algebra generated by an object of V (V
stable by colimits)

- Homogeneous algebras of V

- Duality for N-homogeneous algebra of V when

V is strict, i.e. when there is an involutive con-

travariant functor E 7→ E# of V, etc.

- Associated N-complexes
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X - YANG-MILLS ALGEBRA

AND OTHER EXAMPLES

Ref : [13], [26].

Ref : [6], [2].
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Yang-Mills Algebra

Yang-Mills algebra = cubic algebra A gener-

ated by ∇λ, λ ∈ {0, . . . , s} with relations

gλµ[∇λ, [∇µ,∇ν]] = 0, ν ∈ {0, . . . , s}

⇒ A = U(g), g =
∑
k≥ gk graded Lie algebra

THEOREM 1 A is Koszul of global dim = 3

and is Gorenstein.

A! generated by θλ (dual basis of ∇λ)

θλθµθν =
1

s
(gλµθν + gµνθλ − 2gλνθµ)g

where g = gαβθ
αθβ ∈ A!

2
⇒ g central and

A!
0 = K1l, A!

1 = ⊕λKθλ, A!
2 = ⊕µ,νKθµθν

A!
3 = ⊕λKθλg, A!

4 = Kg2, A!
n = 0 for n ≥ 5
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K(A,K) for Yang-Mills Algebra

K(A,K) = C2,0 identifies with

0 −→ A
∇t
−→
d
As+1

M
−→
d2
As+1

∇
−→
d
A −→ 0

where ∇ =

 ∇0
...
∇s

 and

Mµν = (gµνgαβ + gµαgνβ − 2gµβgνα)∇α∇β
and the arrows mean right matrix multiplica-

tion.

Acyclicity in positive degree is straightforward

⇒ Koszul of global dim. = 3.

Gorenstein follows from sym. by transposition.
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Consequences for Yang-Mills Algebra

- PA(t) = 1
(1−t2)(1−(s+1)t+t2)

⇒ exponential growth for s ≥ 2

- PA(t) =
∏
k

(
1

1−tk
)dim(gk) via PBW

- As A ⊗ Aopp-module A has a free resolution

K(A,A) → A → 0 which is minimal projective

and reads

0→ A⊗A
δ′3→ A⊗Ks+1⊗A

δ′2→ A⊗Ks+1⊗A
δ′1→

A⊗A µ→ A→ 0

⇒ A has Hochschild dimension = 3

- Gorenstein property implies here

Hn(A,M) = H3−n(A,M)
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Self-duality Algebra

In the case s = 3, gµν = δµν i.e. 4-dim. eu-
clidean, the Yang-Mills algebra admits nontriv-
ial quotients A(+) and A(−).
A(ε) (ε = ±) is generated by ∇λ (0 ≤ λ ≤ 3)
with relations

[∇0,∇k] = ε[∇`,∇m]

∀(k, `,m) cyclic perm. (1,2,3)
A(+) ↔ A(−) by changing orientation ⇒ A(+)

THEOREM 2 A(+) is a Koszul quadratic al-
gebra of global dimension 2.

A(+)! generated by θλ with relations

θλθµ +
1

2

∑
ν,ρ
ελµνρθνθρ = 0

⇒ A(+)!
0 = K1l, A(+)!

1 = ⊕3
λ=0Kθλ

A(+)!
2 = ⊕3

k=1Kθ0θk and A(+)!
n = 0 for n ≥ 3
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K(A(+),K)

K(A(+),K) = K(A(+)) identifies with

0 −→ A(+)3 N−→ A(+)4 ∇−→ A(+) −→ 0

where N is the 3×4-matrix

N =


−∇1 ∇0 ∇3 −∇2

−∇2 −∇3 ∇0 ∇1

−∇3 ∇2 −∇1 ∇0


and

∇ =



∇0

∇1

∇2

∇3



Acyclicity in positive degree is straightforward
⇒ Theorem.
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Consequences for A(+)

- Free resolution K(A(+),A(+))→ A(+) → 0 of

A(+) as A(+) ⊗A(+)opp-module which is mini-

mal.

⇒ A(+) has Hochschild dimension = 2

- PA(+)(t) = 1
(1−t)(1−3t)

⇒ exponential growth

- The latter formula also follows from the fact

that A(+) is the universal enveloping algebra of

the semi-direct product of the free Lie algebra

L(∇1,∇2,∇3) by the derivation δ given by

δ(∇k) = [∇`,∇m], ∀(k, `,m) = cyclic (1,2,3).

Remembering that T (K3) = K〈∇1,∇2,∇3〉 is

of Hochschild dimension 1, this also implies

Hochschild-dim(A(+)) = 2
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Parafermionic Algebra

B = A(E,R) cubic algebra

dim(E) = D

R = {[[x, y]⊗, z]⊗|x, y, z ∈ E}
PBW ⇒

PB(t) =
(

1

1− t

)D ( 1

1− t2

)D(D−1)
2

⇒ gk − dim(B) = D(D+1)
2

B! generated by E∗ with αβγ = γβα, θ3 = 0,

∀α, β, γ, θ ∈ E∗ ⇒
QB(t) = 1−Dt+1

3D(D2−1)t3− 1
12D

2(D2−1)t4

⇒ PBQB = 1 +D(D2 − 1)(D2 − 4)t5FD(t)

If D = 2 it is an Artin-Schelter algebra

If D ≥ 3, FD(0) 6= 0 so it is not Koszul
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Parabosonic and Plactic Algebras

- B has a “super” version B̃ generated by E

with relations [{x, y}, z] = 0 ∀x, y, z ∈ E
super PBW ⇒

PB̃(t) = (1 + t)D
(

1

1− t2

)D(D+1)
2

= PB(t)

- Another classical useful cubic algebra P has
the same Poincaré series, the plactic algebra.
P depends on a basis (ei)i∈{1,...,D} of E
it is generated by the ei with relations

e`emek = e`ekem for k < ` ≤ m

ekeme` = emeke` for k ≤ ` < m

- One has PB(t) = PB̃(t) = PP(t)
and QB(t) = QB̃(t) = QP(t)

- Same discussion, connection with partitions,
multiparametric deformation, etc.
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